
5.3 Comparison between methods

In this subsection we compare three methods for solving the prize-collecting single-machine scheduling
problem with deadlines: the former two methods consist in solving the two ILP formulations shown in
Section 2 with an ILP solver, while the third method is the branch-and-bound algorithm presented in
Section 4, enhanced by the pre-processing and the dominance rules outlined in Section 3. We also compare
the results obtained with the three methods on the 25 instances with mandatory jobs: these results are
reported in Table 5. We use bold fonts to put the best results in evidence. The computational results show
poor performance of Formulation P

ti

, whose solution was generally slower than that of Formulation P
pos

and the branch-and-bound algorithm. However, when other algorithms did not converge, formulation P
ti

provided a better lower bound, in line with its reputation of yielding a tighter relaxation of the problem.
The branch-and-bound algorithm found proven optimal solutions within 1 000 seconds for all but one of
50 instances. Moreover, it provided the best results for all instances with 80 jobs or more (see Tables 1
to 3) and for all instances but one in Table 5. This is a remarkable feature of the branch-and-bound
algorithm, since the other two methods could not close the gap within the time-out for instances with 80
jobs or more.
The branch-and-bound algorithm dominated the other two methods also in terms of bound tightness,
with the only exception of the last instance with no mandatory jobs, where P

ti

provided a better lower
bound.

P
pos

P
ti

Branch-and-bound

instance time LB UB time LB UB time LB UB

(20, 10, 40, 1) < 1 44.34 1 44.34 1 44.34

(20, 10, 40, 2) < 1 44.14 2 44.14 2 44.14

(20, 10, 40, 3) < 1 41.35 1 41.35 1 41.35

(20, 10, 40, 4) 1 33.96 8 33.96 < 1 33.96

(20, 10, 40, 5) 1 51.82 1 51.82 < 1 51.82

(40, 15, 80, 1) 7 106.10 68 106.10 < 1 106.10

(40, 15, 80, 2) 3 121.69 1000 121.33 121.69 9 121.69

(40, 15, 80, 3) 33 85.61 1000 83.87 85.79 1 85.61

(40, 15, 80, 4) 5 120.48 1000 119.96 120.48 7 120.48

(40, 15, 80, 5) 8 83.79 1000 82.48 83.79 2 83.79

(80, 15, 120, 1) 1000 237.59 238.24 1000 237.21 238.24 39 238.24

(80, 15, 120, 2) 1000 194.52 203.89 1000 201.92 204.51 22 203.78

(80, 15, 120, 3) 30 246.83 1000 246.72 246.83 19 246.83

(80, 15, 120, 4) 1000 251.34 255.24 591 255.24 11 255.24

(80, 15, 120, 5) 1000 221.06 227.13 1000 226.83 227.13 84 227.13

(120, 20, 200, 1) 1000 356.44 359.85 1000 357.75 361.29 19 359.56

(120, 20, 200, 2) 1000 429.91 429.93 1000 429.28 432.70 4 429.93

(120, 20, 200, 3) 1000 363.84 369.74 1000 367.47 370.31 872 369.25

(120, 20, 200, 4) 1000 391.32 392.54 1000 392.04 393.61 470 392.54

(120, 20, 200, 5) 1000 395.97 400.64 1000 399.01 399.76 31 399.74

(200, 30, 300, 1) 1000 674.50 675.32 1000 674.54 682.76 25 675.03

(200, 30, 300, 2) 1000 777.20 778.56 1000 778.02 783.24 221 778.56

(200, 30, 300, 3) 1000 714.93 715.53 1000 714.84 722.85 128 715.49

(200, 30, 300, 4) 1000 703.77 705.94 1000 704.60 710.14 10 705.61

(200, 30, 300, 5) 1000 712.03 713.92 1000 712.11 720.94 1000 711.80 712.91

Table 4: Computational time (in seconds), lower and upper bounds for Formulation P
pos

, Formulation P
ti

and the branch-and-bound algorithm (with pre-processing and dominance rules) with a timeout of 1 000
seconds. The smallest computing time within the time-out is displayed in bold font; if no algorithm
converged, the best UB is displayed in bold font and the best LB in italic font.
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